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Abstract

The objective of this project was to demonstrate an always-on, model-
based monitoring technology for potable water-distribution systems. The
technology uses near-real-time sensor data to estimate key water-quality
parameters and corrosivity indices throughout the network so localized
corrosion problems can be detected. Researchers successfully created a
computerized model of the Fort Drum, NY, water-distribution system, but
an unforeseen project-scheduling conflict with a major upgrade of the in-
stallation’s Supervisory Control and Data Acquisition (SCADA) system
prevented completion of the user interface between the model and sen-
sors. The model was successfully tested offline, however, using archived
sensor data. It estimated key water-quality parameters and corrosivity in-
dices throughout the distribution system, but its accuracy was validated at
only one location. The results were promising but did not return enough
data to validate simulation accuracy or to conclude that real-time opera-
tion would be successful. Therefore, the demonstrated system cannot be
recommended for implementation.

This report documents the modeling technology, creation of the Fort
Drum model, the general sensor interface design, offline demonstration of
the model, and results of evaluation against the project metrics. Lessons
learned are documented and recent advances in similar technology are dis-
cussed.

DISCLAIMER: The contents of this report are not to be used for advertising, publication, or promotional purposes. Ci-
tation of trade names does not constitute an official endorsement or approval of the use of such commercial products.
All product names and trademarks cited are the property of their respective owners. The findings of this report are not to
be construed as an official Department of the Army position unless so designated by other authorized documents.

DESTROY THIS REPORT WHEN NO LONGER NEEDED. DO NOT RETURN IT TO THE ORIGINATOR.
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Unit Conversion Factors

Multiply By To Obtain
degrees Fahrenheit (F-32)/1.8 degrees Celsius
feet 0.3048 meters

gallons (U.S. liquid) 3.785412 E-03 cubic meters
inches 0.0254 Meters

mils 0.0254 millimeters
square feet 0.09290304 square meters
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1.1

Introduction

Problem statement

Water-distribution systems are a critical part of the infrastructure needed
to support daily activities and fire suppression capability at military instal-
lations. Internal corrosion of the distribution piping can lead to costly
leaks and failures, poor water quality for occupants, and loss of ability to
meet fire-suppression flow requirements. The annual cost of corrosion-re-
lated failures in water distribution piping in the Department of Defense
(DoD) is estimated to be $167 million (Herzberg, O’'Meara, and Stroh
2014).

Fort Drum, NY, like many other large military installations, has battled
ongoing localized corrosion and water quality problems in their potable
water-distribution system for many years. Fort Drum’s water system is
particularly challenging to manage because it has experienced significant
water demand growth and system expansion and has a highly variable user
demand that fluctuates with soldier deployment and mission changes. An
additional complication is that Fort Drum uses water from two sources: (1)
treated groundwater from its on-post wells and (2) treated surface water
supplied by the Development Association of the North Country (DANC).
Significant water quality problems including discoloration, sediment, and
odor occurred for many years in the areas where water from the two
sources mixes together. At the time of this project, the Fort Drum DPW
was controlling the water quality problems by performing extensive flush-
ing of the water mains in the affected areas.

A previous DoD Corrosion Prevention and Control Program project
demonstrated that remotely-monitored online sensors can effectively and
continuously measure and report water quality parameters and corrosion
rates within potable water-distribution systems (Van Blaricum et al.
2007). However, a sensor simply provides a stream of data that is meas-
ured at one single location in the distribution system. System status and
activity between the sensor locations, which may be several miles apart,
remain unknown. This essentially leaves large parts of the system unmoni-
tored, and localized water quality or corrosion problems may remain un-
detected until a major failure occurs
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1.2

1.3

1.4

To address this problem, the DoD Corrosion Prevention and Control Pro-
gram funded ERDC-CERL to investigate the application of an always-on
model-based monitoring system to provide near real-time information
about the corrosivity of water throughout the distribution network so that
localized corrosion problems can be detected.

Objective

The objective of this work was to customize and demonstrate an always-on
model-based monitoring system that uses near-real time sensor data to es-
timate key water quality parameters and corrosivity indices at all points in
a potable water-distribution system so that localized problems can be
quickly detected.

Approach

This project involved the following major steps:

e Construct a detailed computerized model of Fort Drum’s water-distri-
bution system.

e Interface the model with Fort Drum’s existing Supervisory Control and
Data Acquisition (SCADA) system so that the model can receive and
perform calculations with “live” sensor data.

e Compare the model-predicted “virtual” water quality/corrosivity values
with hand-collected field measurements to validate model accuracy.

Metrics

The design and performance metrics for the demonstrated system were as
follows:

1. Allows near real-time data from online pressure, flow, and water qual-
ity sensors to be automatically incorporated into a computerized water-
distribution system model via a standard SCADA system.

2. Uses the model and online sensor data to calculate estimated values of
key water quality parameters including pH, alkalinity, hardness, and
chlorine residual at all points throughout the distribution system.

3. Uses the model and online sensor data to calculate estimated values of
commonly-used water corrosivity indices including the Langelier Index
(APHA, AWWA, and WEF 2012) and Ryznar Index (APHA, AWWA,
and WEF 2012) at all points throughout the distribution system.
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4. Estimates corrosion index values within £20% of field measured val-

ues.
5. Assists in compliance with Army water treatment and corrosion control
guidance (Technical Manual [TM] 5-813-3).
6. Functions unobtrusively with everyday water system operations activi-
ties and procedures.
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2.1

Technical Investigation

Technology overview

The model demonstrated in this project is a special version of EDD Corpo-
ration’s Distribution Engineering Workstation (DEW) that is customized
to perform analyses of water-distribution systems and water quality. (The
model hereinafter is referred to as “DEW-Water”.) It uses sensor data ob-
tained at key locations such as tanks, pressure-control stations, and water-
treatment plants, and uses it to estimate and display system-wide “virtual”
water quality and corrosion measurements and indexes in near-real-time,
at every component in the distribution system. These model-based values
are then displayed on user-customizable maps that alert the water system
operator to water quality and/or corrosivity problems. DEW-Water is de-
signed to work well with typical water system operation practices and is
compatible for use with industry-standard SCADA systems.

DEW-Water was selected because at the time this project was executed it
was the only U.S.-developed software package that could accept live sensor
data and also was fully integrated with an established software solution for
the modeling and monitoring of electric distribution systems. It was envi-
sioned that this approach would be extended to other utility-distribution
systems including natural gas, chilled water, steam, hot water, and
wastewater so that military installations would have an integrated soft-
ware tool to monitor and manage utility system operations and determine
the best way to continue mission-critical functions in the event of an elec-
trical grid outage.

DEW-Water utilizes graph trace analysis (GTA), which is based on a com-
bination of concepts from physical network modeling that was developed
in the 1960s to provide a standardized approach for formulating steady-
state and transient analysis equations for multidiscipline systems. See the
Appendix for a more detailed explanation of GTA technology.

The DEW-Water implementation at Fort Drum consists of three applica-
tions:

e Time-sequence analysis
e Water-quality analysis
e Corrosion analysis
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2.2

A technical description of these applications is presented in the Appendix.

The real-time DEW-Water model uses a standard TCP/IP network connec-
tion for read-only access to the SCADA database. The DEW Field Work-
station Interface can be used remotely by personnel in the field to record
manually collected measurements and component status information, and
to remotely run model-based analysis. When the Field Workstation is con-
nected to the TCP/IP network, manually recorded measurements and sta-
tus information are automatically transferred to the real-time model
where they are stored and used with SCADA data to perform analysis (see
Figure 1.

Figure 1. Water quality and corrosion monitoring system overall arrangement.

SCADA Water
RTU = < RTU =
y Server - TreatmentPlant
Storage Tanks Wellsand
and Reservoirs Municipal Sources
CAD
SCADA . ﬂ
Pressure Workstation
Database
Control
Vault
Dew Field Real-Time

Workstation| tcp/jp | Dew Model

Network
RTU - Remote Transmitting Unit

Fort Drum implementation
2.2.1 Model building

DEW-Water models are built with a one-to-one correspondence between
the model and the real system and include service connections down to the
level of individual buildings. This approach simplifies model use and vali-
dation because working with the model becomes much like working with
the real system.

The Fort Drum DEW-Water model was built by extracting system attribute
and arrangement data from GIS drawings, running the GIS data through
EDD’s automated model builder application, and making manual correc-
tions where needed. Some parts of the model had to be built entirely by
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hand because the quality of GIS data did not allow the automated model
builder application to be used.

Water demand data were collected for large buildings from Fort Drum En-
gineer Plans and Services (EP&S). These were used to define static loads at
service connections for these buildings. Demand estimates for smaller
buildings were generated using area data (measured in square feet) from
Fort Drum'’s facility inventory data.

Once the initial model was built, it was checked and refined using engi-
neering drawings, interviews with water system operators, and compari-
son against measured flow and pressure data.

2.2.2 Live interface with SCADA system

Fort Drum has an existing commercial SCADA system that is used to mon-
itor and control pressure, flow rates, valves, pumps, and water treatment
operations. Remote sensors and controls are located throughout the wa-
ter-distribution system and are connected to remote terminal units (RTUS)
that are in turn connected to a central server. The SCADA system aggre-
gates measurements and component state information, (such as open,
closed, on and off) and stores them in a centralized database. This infor-
mation is displayed on customized control screens in the water system op-
erator’s office. The SCADA system also provides programmable alarms,
automated operator notification and standardized analysis features such
as data plotting and trending.

The next step in the DEW-Water setup process was to interface this exist-
ing SCADA system with the DEW-Water model of the Fort Drum water-
distribution system that was built as described above. This involved the
following general steps:

1. Survey SCADA system operation. Document measurement tag names
and locations, database type used to aggregate and archive data, and
collect a sample set of archived data.

2. Obtain an ODBC driver for the specific database architecture used by
the SCADA system. Each database supplier uses a unique ODBC driver,
but once installed the driver provides standard interface capability. Da-
tabase software publishers typically provide their drivers free of charge.
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3. Define and install a SCADA database system connection configuration
text file. Both the real-time interface and the SCADA simulator auto-
matically search a user-designated directory for connection configura-
tion files from which the user may select. This design feature allows the
user to maintain model and configuration files together.

2.2.3 Termination of demonstration and change of project focus

Once the connection between the DEW-Water model and the SCADA sys-
tem database has been made, normally the model would be run with live
data over a period of several months so that it could be refined and cor-
rected as needed in order to accurately reflect actual system operation.

However, an unforeseen and terminal problem arose for this project as the
Fort Drum DPW began a major upgrade of their SCADA system at roughly
the same time as our project team was attempting to interface the com-
puter model with the online sensors. This interface would have allowed the
model to generate results in near real-time with live sensor data and dis-
play them to the water system operator. The SCADA system upgrade was
required in order to comply with stringent new Army computer network
security requirements arising from elevated wartime threat levels and it
could not be delayed.

The project team tried to complete the interface, however the contractors
who were installing the SCADA system upgrade were working inde-
pendently of our team and were changing the SCADA system architecture
periodically in order to carry out the requirements of their contract. The
interface would work for a short period of time, then the SCADA system
contractor would make a change and the interface would no longer work.
Stated in plain language, the CPC project team was trying to hit a moving
target. After 18 months, the SCADA system architecture still was not stable
and CPC project funds were nearly exhausted.

The project team and DPW management reached the consensus that com-
pleting the live sensor interface would not be possible under the circum-
stances summarized above. The team decided that best course of action at
this point was to use remaining project resources to conduct offline anal-
yses using historical sensor data from SCADA system archives.
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2.2.4 Offline hydraulic and water quality simulation

Archived water system operation data from January — July 2009 were
downloaded from Fort Drum’s SCADA system to a Microsoft Excel file.
The Excel file was then transferred to a stand-alone computer running
DEW-Water and was used to simulate water system operation. This step
allowed the model to be corrected and refined without being connected to
the live sensors.

The next step was to perform a water quality and corrosivity simulation for
the week of 20 July 2009 using the archived data. In order to validate the
simulation’s accuracy, results were compared with data that were manu-
ally collected in the field. Building 1999 was selected for this comparison
because it is located in an area where (1) mixing of the two Fort Drum wa-
ter sources and fluctuations in water chemistry are known to occur; (2)
water quality problems (discoloration and sediment) are frequently ob-
served; and (3) there are no sensors nearby.
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3.1

Discussion

Model output results

Figure 2 reproduces a sample screen capture showing the system pressure
results generated by the model. Figure 3 shows a sample of the water qual-
ity and corrosivity simulation results. Areas where the Ryznar Index ex-
ceeded user-specified high and low limits are highlighted. Figure 4 shows
the same section zoomed in.

At the closer zoom level, index values for individual components are dis-
played. Components with out-of-limit values are also marked with an error
symbol. A user can access additional error information for each compo-
nent by clicking on the component, and then viewing the component’s
message information from a dialog box. Components with errors can also
be viewed as a list.

Figure 2. Screen capture from DEW-Water showing
color-coded pressure results generated by the model.
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Figure 3. Screen capture showing results of Ryznar Index simulation.
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The next step was to compare model-generated water quality and corro-
sivity results with the field measurements that were collected manually
(Table 1).

Table 1. Manually collected water chemistry data
from 20 July 2009. (LI - Langelier Index, Rl - Ryznar Index)

Spec Calcium

Location ph Cond {micro5)| Alk{mg/L) |Hardness [mg/fL) Ll RI
Tank 1 7.72 349 70 86 -0.22 8.16
Tank 3 7.88 300 61 78 -0.15 2.19
Danc (Municipal Source) 7.83 210 36 56 -0.55 8.93
Water Treat Plant (Wells) 8.02 369 62 84 0.01 8.00
Building 1993 7.89 211.4 40 57 -0.44 8.77
Measurements taken 7/23/09

The screen shot shown in Figure 5 shows simulation results for the area
that supplies Building 1999. The display is set to show Langelier Index by
color, and we can see that there is a reasonably good match between the
manually measured value of -0.44 and the simulated value of -0.5 indi-
cated by the black color of the piping in Figure 5 We can also see that the
specific conductance of the water matches closely. The display is set to
show specific conductance numerically. The manually measured value is
211.4 microsiemens and the simulation calculated a value of 210.1.

Figure 5. Langelier Index and specific conductance
display for area supplying building 1999.
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The team observed that the specific conductance and the Langelier Index
cycled back and forth between the values for the two water sources (DANC
and the on-post wells) as their pumps cycled on and off according to their
pre-programmed settings.

The Fort Drum DPW was interested in investigating whether the model
could help them determine the percentage of well water and DANC water
that was contained in each pipe. They wanted to be able to adjust water
system operation so that the more corrosive DANC water would not enter
into certain areas of the distribution system. It was suggested that because
of the apparent correlation between the water source and specific conduct-
ance, the latter should be investigated as a possible measure of the source

water percentages throughout the system.

While the simulation results for one location at one point in time corre-
lated well with measurements collected manually in the field, we do not
have enough data to definitively prove the model’s accuracy due to termi-
nation of the planned demonstration as discussed previously in section

2.2.3.

Table 2 summarizes the results of this demonstration against the metrics
that were specified in Chapter 1, section 1.4.

Table 2. Summary of results according to project metrics.

Metric

Result

1. Allows near real-time data from online pressure, flow and
water quality sensors to be automatically incorporated into
a computerized water-distribution system model via a
standard SCADA system.

We were able to manually feed archived sensor data into
the model, but were unable to set up the automated near
realtime interface.

2. Uses the model and online sensor data to calculate
estimated values of key water quality parameters including
pH, alkalinity, hardness, and chlorine residual at all points
throughout the distribution system.

We were able to use the model to calculate the estimated
values using manually-fed sensor data but were unable to
validate the accuracy of the results.

3. Uses the model and online sensor data to calculate
estimated values of commonly-used water corrosivity
indices including the Langelier Index and Ryznar Index at all
points throughout the distribution system.

We were able to use the model to calculate the estimated
values using manually-fed sensor data. .

4. Estimates corrosion index values within £20% of field
measured values.

Accuracy of the results within was validated at one location
at one point in time.

5. Assists in compliance with Army water treatment and
corrosion control guidance (Technical Manual [TM] 5-813-
3)

If proven accurate, simulation results could assist in
maintaining proper corrosion control throughout the
distribution system. Even manually-fed sensor
measurements can produce valuable insights.

6. Functions unobtrusively with everyday water system
operations activities and procedures

This could not be evaluated because we were unable to set
up the automated near real-time interface.
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3.2

Lessons learned
3.2.1 Availability and accuracy of data

Water-distribution system models are typically built using a combination
of GIS data, engineering design specifications, inventory/capital invest-
ment data, water-usage records, manually entered information from engi-
neering drawings and interviews with system operators. It is common for
data from multiple sources such as these to have a large number of errors
and inconsistencies.

Manually building a model and collecting missing information can be very
time-consuming and expensive, so it is highly advantageous to begin with
an accurate and complete GIS data set. This minimizes the amount of
manual data entry required, since DEW-Water automatically converts GIS
data into a water system model. At Fort Drum, much of the detailed data
required for the DEW-water model was missing from the GIS files and had
to be manually entered. We found that utilizing engineering graduate stu-
dents and research interns under the direction of an experienced modeler
helped to reduce the cost of building the initial system model.

3.2.2 Live interface with SCADA system

The first and foremost lesson was that the live interface should be installed
at a time when the architecture of the SCADA system is stable and is not
expected to change. Otherwise, time and money will be wasted because the
interface will stop working as soon as the SCADA system changes.

Second, the installation Directorate of Information Management (DOIM)
(or equivalent organization) should be involved throughout the entire pro-
cess of planning, designing, and installing the live interface. Any required
approvals, certificates of networthiness, security permissions, or other re-
quired documentation for the monitoring system interface should be ob-
tained before the work is started.

Finally, it is critical to have people on the monitoring system project team
with a deep understanding of the SCADA system architecture, the location
and operation of the remote sensors, and strong interest in getting the
technology implemented. We were fortunate to have such a person from
the DPW available to us, and his interest and involvement in this project
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3.3

enabled us to make significant progress in spite of the obstacles that even-
tually stopped the demonstration.

Current state of the art (December 2016)
3.3.1 Advances in water-distribution system modeling technology

The state of the art in the area of sensor-enabled water-distribution system
models has advanced significantly since this work was performed in 2009.

At the time this report was prepared, several real-time network modeling
systems were readily available on the market. According to water industry
technical literature, such systems automatically read real-time sensor data,
instantly update the hydraulic and water quality models, and analyze wa-
ter system operations. They provide the water system operator with an
easy-to-understand “dashboard” that allows them to proactively identify
trouble spots, quickly assess system integrity, optimize system operation,
identify water losses, respond to emergencies, and continuously monitor
the entire water network. (Boulos and Niraula 2016).

Today’s systems are capable of monitoring and modeling a wide variety of
water quality parameters, including those that impact water corrosivity.
They can aid users with water quality regulatory compliance and can help
reduce the energy required for pumping. (Boulos et al. 2014).

3.3.2 Advances in the DEW-Water system

As stated in section 2.1, one reason for selecting the DEW-Water system
for this project was its potential for integrating the water-distribution sys-
tem model with other utility system models. The manufacturer extended
the DEW system over time to incorporate water, electric, and gas-distribu-
tion systems into a single, integrated model under a separate project
funded by the Small Business Technology Transfer (STTR) project
(Feinauer, Ison and, Broadwater 2010). The integrated system allows in-
terdependencies between the utilities to be modeled. For example, an out-
age in the electricity-distribution system might cause a water-distribution
system interruption due to lack of power to pumps and chemical-treat-
ment equipment. In such a situation, the integrated model could be used
to help determine the best course of action for restoring electrical service
such that disruptions in water service are minimized at critical locations
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such as hospitals or industrial plants (Kleppinger, Broadwater, and Scir-
bona 2010). All of the interdependent DEW models are based on the
Graph Trace Analysis methods discussed in the Appendix and elsewhere in
this report (Russell and Broadwater 2012.)
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Economic Summary

Costs and assumptions

Total actual costs for the execution of this demonstration project are
shown in Table 3.

Table 3. Summary of costs for Project FO7-ARO5.

Category Cost

Contract $618,257
Labor $94,856
Travel (estimated) $10,337
Total $723,450

In Chapters 2 and 3 (sections 2.2.3 and 3.2, respectively) it was explained
why the technology could not be installed and operated as planned at Fort
Drum. therefore we were unable to obtain actual economic benefit data for
this project and an actual ROI could not be calculated.

Following is a brief summary of the cost assumptions that were used when
the project was proposed. The description of Alternative 2 does not repre-

sent an actual economic return on the Fort Drum demonstration, but is of-
fered to explain the potential return on a successfully implemented system
at the time the project proposal was accepted.

Alternative 1: No Monitoring Technology. This alternative assumes
that the corrosion and water quality problems would continue to worsen
over time and that the distribution system piping would require replace-
ment every 20 years. It was also assumed that some occupants would peri-
odically require bottled water when localized corrosion-induced water
guality problems (discoloration, unpleasant taste, and odor) made the wa-
ter unsuitable for drinking. Cost assumptions for this option are presented
in Table 4.
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Table 4. Cost assumptions for Alternative 1.
tem Cost Frequency
Complete replacement of | $21 million Year 10 and Year 30
distribution system piping
Leak repair $40,000 Annual

4.2

Bottled water for drinking

$20,000 per day**

0 days in the year of piping
replacement increasing linearly
to 30 days during the last year of
pipe life.

** Based on an estimate of 2 gallons per day for 10,000 affected people at a cost of $1 per gallon.

Alternative 2 (Hypothetical): Successful Implementation. If the
demonstrated technology had been fully implemented as planned, it was
assumed that localized corrosion problems would be eliminated through
early detection and prompt follow-on maintenance; and that the life of the
distribution system would consequently be extended so that replacement
would not have been required during the 30-year ROl analysis period.

(The limited results of this project discussed in Chapter 2 indicate that this

assumption would have been feasible under favorable implementation
conditions.) Assumed costs for this option are summarized in Table 5.

Table 5. Cost assumptions for projected Alternative 2.

and selected system
hardware

ltem Cost Frequency
Monitoring system routine | $40,000 Annual
maintenance

Replacement of sensors $350,000 Every 10 years

Bottled water

$20,000 per day**

3 days per year

** Based on an estimate of 2 gallons per day for 10,000 affected people at a cost of $1 per gallon.

Projected return on investment (ROI)

Because we were unable to implement the technology as planned, the ac-
tual ROI for this demonstration is zero (0).
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When this project was proposed in 2006, a favorable projected ROI of 21.6
was calculated based on the assumptions presented above and the guide-
lines prescribed by OMB Circular A-94 (OMB 1992).” Figure 6, below, re-
produces the original calculations to illustrate the project team’s concep-
tion of how costs and benefits would accrue over the 30-year analysis
period. We include this figure to help explain the potential size of return
on investment if a current, mature version of water-distribution system
monitoring technology (see section 3.3) were found to be suitable for DoD
implementation based on assumptions used for this project.

Figure 6. Reproduction of originally projected ROI
calculation from FO7-ARO5 project management plan (September 2006).

Investment Required
Return on Investment R-atio Pi-,‘l'l.“.ellt
Net Present Value of Costs and Benefits/Savings 1,555,205 18,208,809
A B [ 8] E F G H
Future EBaseline EBEaseline MNew System Mew System FPresent ¥alue Present ¥alue Total Present
Tear Costs Benefits{Savin Costs BenefitsiSavin of Costs of Savings Yalue
as as
1 400,000 100,000 93460 373840 280,380
2 430,000 100,000 87.340 376562 288,222
3 480,000 100,000 21630 376,498 293868
4 430,000 100,000 TE.230 I7E 297531
5§ 520,000 100,000 71300 3F0.7E0 299,460
E 550,000 100,000 EE.EI0 JEE4EE 299,825
T 520,000 100,000 E2.270 ZE1IEE 292,898
E £10,000 100,000 52,200 356,020 296,820
9 E40,000 100,000 54,330 348,096 293,708
0 21.000,000 450,000 228,736 10,674,300 10,445,566
1 70,000 100,000 47,510 3T.257 14,253
12 100,000 100,000 44,400 44,400
12 130,000 100,000 41,500 52,950 12,450
14 180,000 100,000 38780 E2.042 23268
15 130,000 100,000 3E.240 E2.856 J2EIE
& 220,000 100,000 33870 74514 40,644
17 250,000 100,000 ZLEED 79,150 47,430
12 220,000 100,000 29,530 82,852 51262
13 310,000 100,000 27650 85,718 58,085
20 340,000 450,000 116,280 87.856 -28.424
21 370,000 100,000 24,150 89,355 B5.205
2z 400,000 100,000 22570 50,280 BE7.7I0
23 430,000 100,000 21030 30,687 B4.537
24 480,000 100,000 13.710 50,666 7I.95E
25 430,000 100,000 12420 50,258 71838
26 520,000 100,000 17.220 53544 T3
27 550,000 100,000 1E.030 88,495 72405
28 530,000 100,000 15,040 87.232 72192
23 E10,000 100,000 14,080 85,766 71706
30 21.000,000 450,000 55,130 2,759,400 2,700,270

* FYO7 Tri-Service/Army Facilities CPC Project Management Plan: Corrosion Detection and Management
System for Potable Water at Fort Drum (OMA), submitted by Vincent Hock 27 September 2006.
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Conclusions and Recommendations

Conclusions

This report described the configuration and offline demonstration of
DEW-Water, a water-distribution and corrosion-monitoring system that
uses Graph Trace Analysis (GTA) with SCADA data to model data-based,
real-time measurements for all components in the water system. The sys-
tem then uses the modeled measurements to generate corrosion indexes
and values that provide early indication of potential corrosion problems.

Due to the technical problems described in Chapter 2, the technology
could not be implemented at Fort Drum as intended in the 2006 project
management plan. It must be concluded that it is not feasible to install this
type of monitoring technology when an installation’s SCADA system archi-
tecture is being continually changed, such as what occurred during the se-
curity upgrades that were taking place during execution of this CPC pro-
ject.

A critical lesson learned was that future implementations of this type of
technology, whether in a demonstration project or real-world adoption by
a DPW, should proceed only when the SCADA system architecture is fully
established. Any implementation must be coordinated at early planning
stages with the Directorate of Information Management (DOIM) or equiv-
alent onsite authority. The highest ROI for this type of technology would
be obtained at locations where severe corrosion and water quality prob-
lems are known to exist and resistant to other solutions.

A DEW-Water model of the Fort Drum water-distribution system was suc-
cessfully built and run offline using archived sensor data, but its accuracy
could be validated only at one location in the distribution network. Alt-
hough this limited result suggests that real-time operation could have been
successful had Fort Drum’s SCADA system updates been completed in
time to fully develop and test a stable DEW-Water/SCADA system inter-
face, the project did not produce a successful implementation of the tech-
nology. Therefore, there is no basis for concluding that the system func-
tioned as intended.

As evaluated against the metrics presented in section 1.4, some limited
conclusions can be offered. Based on the summary presented in Table 2,
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5.2

success for metrics 1, 2, 3, and 6 could not be fully verified because valida-
tion required a functional real-time sensor interface. Nevertheless, the re-
search team was able to produce reasonable results against these metrics
using manually fed archived sensor data. Metric 4 required estimated cor-
rosion index values to be within £20% of field-measured values, and that
goal was successfully met at one location in the distribution network. As
noted, though, that was not enough data to conclude that the metric would
be achieved throughout the entire distribution system. Metric 5 required
the technology to assist in compliance with Army water treatment and cor-
rosion control guidelines. This metric was verified in that the offline model
provided the Fort Drum DPW valuable insights about effects of the instal-
lation’s dual water supplies on operation of the water-distribution system.

Recommendations
5.2.1 Applicability

Model-based water distribution monitoring technology is applicable to any
installation that has not outsourced the operation of its water-distribution
system. It is best suited to installations with an already-existing SCADA
system and experienced SCADA operators. Implementation is likely to be
prohibitively expensive if a SCADA system needs to be installed, and the
model will only remain useful if it is properly updated when changes are
made to the water network and the SCADA system. It will produce the
most value for installations with known water quality and corrosion issues.

5.2.2 Implementation

Considering the logistical problems with this project and the lack of data
to validate model accuracy, the results of this project cannot provide the
basis for reccommending DoD-wide implementation of this technology.
However, the results should not be interpreted to mean that remote-moni-
toring technology of this type should be ruled out as an option for use on
DoD installations. As noted in section 3.3, more mature versions of this
technology were available at the time this report was published. A market
survey and evaluation of currently available utility-monitoring technolo-
gies may be beneficial for identifying new automated tools for corrosion
prevention and control for water-distribution networks and could provide
the basis for a future investigation or demonstration.



ERDC/CERL TR-16-25 21

5.2.3 Future work

Monitoring water quality and corrosion in water-distribution systems con-
tinues to be a topic of interest to the Army. A future study, informed by the
lessons learned in this project, could address some or all of the following
areas:

« Demonstration and validation of the current generation of water-sys-
tem models that incorporate real-time sensor data

« Demonstration and validation of integrated utility-system models that
include water, electrical, gas, and sewer systems

e Demonstration and validation of methods that can be used to model
and forecast water corrosivity for locations that are not linked to
SCADA systems
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Appendix: Development and Implementation
of Graph Trace Analysis for Water Quality and
Corrosion Monitoring

This appendix contains a report prepared under Contract No. W9132T-06-
D-001 by Electrical Distribution Design (EDD), Blacksburg, VA. EDD is
the developer of the DEW-Water software that was used for this demon-
stration. EDD’s report provides documentation of DEW-Water, including
an explanation of the theory behind the Graph Trace Analysis technique
implemented in DEW-Water. It also documents the water quality model-
ing and corrosivity index calculations, and describes how they are imple-
mented in the software. Details of software operation, reports, and the
user interface are also presented.
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Abstract

This report discusses Graph Trace Analysis (GTA) based monitoring system
development completed to date by Electrical Distribution Design, Inc. (EDD) under
Army contract W9132T-06-D-001. Work included system design, installation and the
start of extended testing. The goal for this work is to develop a water distribution
analysis system that combines Supervisory Control and Data Acquisition (SCADA)
measurements with a detailed system model to generate and display system wide
“virtual” water quality and corrosion measurements and indexes in real-time, at every
component in the water system. This capability is needed to integrate the extensive fluid
analysis, water quality, and operation history related data needed for real-time monitoring
and control of water distribution system corrosion. Completed testing showed that the
system produced sufficient information using limited measurements and water system
design data to support standard corrosion monitoring and evaluation of sensor placement
and system operation options. Extended testing will include adding new SCADA
measurements and further model refinement. Work also showed that the new system can
be readily adapted for SCADA and water system change from major upgrades and
construction, and that it can also be used as a general tool to support continual
improvement in other water system related engineering areas.
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Introduction

This report discusses the development of a new model-based water distribution analysis
system. The system uses standard measurements taken at key points such as tanks,
pressure control stations and water treatment plants and uses them to generate and display
system wide “virtual” water quality and corrosion measurements and indexes in real-
time, at every component in the distribution system. The system is designed to work well
with typical water system operation practices, and is compatible for use with industry
standard Supervisory Control and Data Acquisition (SCADA). Water distribution system
operators typically use SCADA to monitor pressure and flow, and water quality and
corrosion related measurements at a limited number of locations. The number of
measurement locations and sensors, and types of sensors used to monitor water
distribution systems are often limited by cost and maintenance requirements. In addition,
corrosion monitoring is particularly difficult to apply to water distribution systems
because it requires coordination of a large amount of data that includes SCADA and lab
analysis generated measurement values, individual distribution system component
characteristics, and historical operation data. This leaves large parts of the system
unmonitored and as water system quality and security requirements have increased, it has
become increasingly difficult to track and manage the many complex factors involved.

Fort Drum, which was chosen as the initial test site for the new system, is particularly
challenging to manage because it is experiencing significant water demand growth and
system expansion, has a widely varying customer demand that fluctuates with soldier
deployment and mission change, and uses multiple on-post and municipal water sources
which complicates water quality and corrosion monitoring and control.

The new system takes in live measurements from Fort Drum’s SCADA system, attaches
them to their respective components in a detailed model, and then combines them with
system topology, physics-based characteristics and historical operation data contained in
the model to estimate real-time “virtual” water quality measurements and corrosion
indexes for every point in the system. These “virtual” measurements are then used to
drive customized displays, generate problem flags and alarm indications.

Initial system development and on-site testing was first completed in December 2008,
and then was redone in July 2009 after completion of Fort Drum major software changes
to their SCADA system. The new model-based monitoring system went through
extensive off-line testing at EDD during that period, and is now ready for extended on-
site testing and refinement which is scheduled to begin in August 2009 and continue
through December 2009. Remaining work will include pressure, flow and water quality
calibration and testing, model refinement, and the addition of new SCADA measurement
points for both corrosion and water quality.

To provide for testing while Fort Drum’s SCADA system was unavailable EDD built
identical example models using the new system and EPANET, which is a widely used
water flow and quality simulation software package sponsored by the Environmental
Protection Agency. Results for pressure, flow and chlorine decay for both test systems
were very close. Details are provided in the report.



Successful corrosion monitoring testing was conducted during monitoring analysis
system reinstallation at Fort Drum during July 2009 using recent historical source flow
and tank pressure data collected by SCADA and manually taken corrosion index related
data collected by Fort Drum personnel. Results showed that the system could be used to
generate source water mixing and corrosion index information that is sufficient for Fort
Drum use to begin evaluating system operation and measurement options, sensor
placement and possible water treatment options. Results also showed that hand collected
Specific Conductance measurements, which are used to estimate corrosion index values,
are useful for helping evaluate model mixing and flow results.

The GTA analysis approach used in the new system was originally developed by EDD
for the power utility industry. Because of the multidiscipline concepts it is based on,
GTA is now being used for a number of different applied research projects that include
power utility transmission and distribution system design and next generation control,
renewable energy, smart grid and micro grid related initiatives. During the December
2008 to July 2009 period that Fort Drum’s SCADA system was not available for use,
EDD upgraded the monitoring analysis system to include new real-time monitoring
functionality that was developed under sponsorship by the commercial power utility
industry. System development was also coordinated with Army sponsored development
of reconfiguration for damage isolation and recovery analysis and remote interface
capability which can be run from the same model and same interface as the one being
used for water quality and corrosion monitoring system.

Objective

The main objectives for this project are to develop new model-based water distribution
water quality and corrosion monitoring and analysis capability that:

e Can be used with standard SCADA

e Can be used to simplify analysis and data management for the many hard to
measure, highly interactive and application specific factors that drive water quality
and corrosion monitoring and analysis

e Provides visual, model based analysis and display capability that corresponds
closely with the water distribution system arrangement and operation characteristics

e Is designed to work as a natural part of operations activities and procedures

e Can serve as a platform for future monitoring, control and security related water
distribution system research and development

e Can be readily upgraded and refined as sensor and analysis technology improves
and critical infrastructure design and operation priorities change

The secondary objective for this work is to evaluate GTA’s potential for use in
development of a unified critical infrastructure analysis and information management
approach. The work performed under this project marks the first time GTA has been
used for monitoring and analysis of a water distribution system. If through the
performance of the new system, GTA’s core multidiscipline analysis characteristics can
be shown to be usable with both power and water systems, then it has strong potential for
application to other systems such as gas, sewer and steam.



Background

The water quality and corrosion analysis and data management problems Fort Drum is
working to address are typical of the general issues that complicate critical infrastructure
system design and control. Military and commercial work in this area has traditionally
been very different. As pressures from load growth, security and survivability,
efficiency, and environmental issues increase, the analysis and information management
problems associated with military and civilian critical infrastructure system design and
control have become more and more alike. This presents significant potential for
collaboration between the military and civilian sectors and also calls for the development
of a unified critical infrastructure analysis approach.

Research and operations management areas that fall into this category include:

e Military base utility system management, expansion and renewal

e Army micro-grid development

e Department of Energy and utility industry smart grid and renewable energy
development

e Navy all electric ship, reduced manning and automated damage control
development

e Homeland Security disaster management and preparedness

EDD has been working with major utilities and research organizations for over 20 years
to develop model-based solutions for critical infrastructure system analysis. These
include the Army Corps of Engineers Construction Engineering Research Laboratory
(CERL), Office of Naval Research (ONR), Department of Energy (DOE), National
Renewable Energy Lab (NREL), Consolidated Edison, DTE Energy, Southern California
Edison, Ameren, Virginia Tech, Georgia Tech, Columbia University and the University
of West Virginia. Through work with these groups EDD is finding that integrating
analysis and data management for operation and support of reconfigurable systems that
involve a large number of complex analysis and data management factors typically
exceeds the capability of standard approaches. This is especially true when
independently developed systems are brought together to perform integrated functions.
EDD’s development and use of GTA to address this problem constitutes a new paradigm
in integrated system analysis.

GTA is based on a combination of concepts from Physical Network Modeling which was
developed in the 1960’s to provide a standardized approach for formulating steady-state
and transient analysis equations for multidiscipline systems [1], and Generic
Programming. Physical network analysis treats components as generic devices with
system specific across and through terminal characteristics. The across variable for an
electrical component is voltage. The through variable is current. Across and through
variables for fluid components are pressure and flow. Similar characteristics can be
defined for heat transfer and mechanical systems. Generic programming is a collection
of advanced information management concepts that have been implemented in the C++
Standard Template Library [2]. For example, a generic sort algorithm uses iterators
provided by a container to sort objects stored in the container. The sort algorithm is
written so that it can be used regardless of what types of objects are stored in the
container. In GTA the model acts as a system container. Each component object stored



in the model is assigned a standardized set of iterators that define its relationships with
the other components and data stored in the model “container.” See Figure 1.
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Figure 1. Graph Trace Analysis (GTA) High-Level Architecture

As components are added, modified, deleted or change state, their iterators are
automatically updated. In GTA, iterators are implemented with pointers, which “point
to” specific locations in memory. This makes iterator based operations very fast. When
a change occurs in the model, only the iterators that are directly affected by the change
need to be updated. The majority of these iterators are defined as the model is built.
Managing topology and physics based relationships in this way speeds up analysis and
makes it possible to analyze large models rapidly when a significant number of
configuration changes occur; to integrate discrete, steady state and transient component
and system level analysis at multiple levels of fidelity, and to also distribute collaborative
analysis for multiple system types and levels across multiple processors [3].

EDD refers to the use of iterators, component objects, system containers and generic
algorithms to solve engineering physical network problems as “Generic Analysis.”
Generic Analysis goes beyond traditional Object Oriented Programming which focuses
on encapsulating objects and data according to functional decomposition based
associations and boundaries [4]. This provides a well structured approach, but its use
implies the assumption that functional decomposition based encapsulation will divide
systems and analysis problems into naturally occurring stable sets of functions and data.
This assumption is not valid for reconfigurable, critical infrastructure systems where
different activities share components and information in different ways. As operation
priorities, equipment status, and the specific type of analysis being performed change, so
do the functional decomposition based associations and boundaries between systems,
components and data.
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Figure 2. GTA Model-Based vs. Standard Integration

A large number of the functions and data elements used for integrated, multidiscipline,
and multi-fidelity analysis are often similar when examined from a high-level point of
view, but at the implementation level are typically significantly different. This leads to
complex integration problems that have to be dealt with repeatedly as software and data
is changed and maintained. The Object Oriented Analysis and Design (OOA&D)
concepts used in Dew make it possible to decompose complex system problems both
hierarchically (vertically) and horizontally along commonality based lines [4, 5] into
relatively simple, re-composable pieces. The common analysis and data management
pieces are abstracted and made part of the common model. The remaining distinct
application pieces then work from and collaborate with each other through the model.
See Figure 2.

EDD is now working with several leading utilities and research organizations to
formalize GTA model-based analysis and data management into an enterprise wide
Integrated System Model (ISM) based design, management and control approach. See
Figure 3. To facilitate collaborative development of this concept, EDD provides its
GTA-based Distributed Engineering Workstation (Dew) software to major utilities,
government research organizations and universities under free license. Each group
maintains and controls their own models but gets free license access to Dew and any new
algorithms developed by EDD through user support.
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Figure 3. Integrated System Model (ISM) Architecture

The benefits of using a GTA-based Integrated System Model (ISM) include:
Use of an ISM eliminates:

SAE I

Throw away studies
Fragmented simulation of a physical plant
Redundant data and interfaces

“Stove piped” thinking and partial solutions
“Empires” of data and algorithms

Use of an ISM provides:

CoNo~WNE

Common model for design, planning, operations, and control
Reuse of software
Reuse of efforts
Collaborative solutions to emergent problems
Placement of data in the proper context through reference to a physical model
Placement of asset decisions on level playing field
Defensible decisions based upon quantitative analysis
Improved communication throughout large organizations
Reduction in cost, effort, and time required for studies (model building and data

gathering typically require 80 to 90 percent of total simulation effort)

=
o

and creating “from scratch” solutions

. More time analyzing alternative solutions to problems rather than gathering data



Scope

The report describes system architecture development, system operation and initial
testing. The system development plan included a 6 month testing period that was
scheduled to start immediately after completion of initial development and testing. The
final testing period is currently on hold as Fort Drum completes upgrade and replacement
of their water distribution SCADA system, which is being completed under separate
contract. SCADA system upgrade work was originally scheduled to be completed at the
beginning of the development project, but experienced procurement and Information
Technology (IT) certification delays.

System Overview

The primary purpose for the new system is to provide detailed water quality and
corrosion analysis based monitoring and display capability that covers all components in
the water distribution system, and is specifically designed to work well with standard
water distribution system operation procedures. Most water distribution monitoring and
control systems include water quality and corrosion sensing, but focus on system
operation at major components such as tanks and water treatment plants. The major
factors that drive corrosion and water quality analysis also involve a large number of
remotely located components that are typically not monitored. The main factors for
corrosion and water quality analysis are also closely related, are difficult to monitor and
quantify, and require management of a large amount system component characteristic and
historical data. The integrated analysis and information management capabilities
provided by EDD’s GTA based Dew software directly addresses these problems.

Fort Drum has a commercial SCADA system that is used to monitor and control major
water distribution system components such as water treatment, storage, pumping and
pressure control. The system aggregates measurements and component state information,
(such as open, closed, on and off) and stores them in a centralized database. Standard
water quality and corrosion indicators are monitored at major control points. This
information is displayed on customized control screens which are programmed to act as
remote control stations. The system also provides programmable alarms, automated
operator notification and standardized analysis features such as data plotting and
trending. Remote sensors and controls are connected to a dedicated SCADA network
that is connected to a central server. This network is setup to be physically isolated from
Fort Drums IT data network. SCADA Data is aggregated and stored at the server.
Remote SCADA workstations access data from the server for display and analysis, and
also serve as remote control stations.

The Dew Real-Time model uses a standard TCP/IP Network connection for read only
access to SCADA database. The Dew Field Workstation Interface can be used remotely
by personnel in the field to record manually collected measurements and component
status information, and to remotely run model-based analysis. When the Field
Workstation is connected to the TCP/IP network, manually recorded measurements and
status information are automatically transferred to the real-time model where they are
stored and used with SCADA data to perform analysis. For commercial utility use, the
Filed Interface can be used with a wireless network connection. See Figure 4.
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Figure 4. Water Quality and Corrosion Monitoring System Overall Arrangement

Figure 5 shows the basic data and analysis flow for the new system. The system
automatically reads measurements from SCADA at regular user set time intervals. These
measurements are then attached to the model. The fluid flow, water quality and corrosion
analysis modules provided by the system are also attached to the model, and are used to
generate detailed hydraulic, water quality and corrosion “virtual” measurements and
indexes for every component in the system. These values are also used to generate high
and low limit error flags which are used together with “virtual” measurements to drive
displays and generate reports.

Real-Time Model
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System 3 /| * Control
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Figure 5. System analysis and monitoring data flow

Figure 6 shows example display results that were done using a small set of corrosion test
data. Components that exceed user specified measurement and corrosion index high and
low limits are highlighted and flagged. Out of limit flags are also used to drive report
generation and general display functionality.
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Figure 6. Corrosion index violation highlights — Zoomed out display

Figure 7 shows the same section zoomed in. At the closer zoom level, index values for
individual components are displayed. Components with out of limit values are also
marked with an error symbol. A user can access additional error information for each
component by clicking on the component, and then viewing the component’s message
information from a dialog box. Components with errors can also be viewed as a list.
This function includes a synchronized pan feature. When the user double clicks a
component in the list, the display automatically pans to that component. See Figure 8.

Figures 9 shows component level results being used to color the display by pressure
levels set by the user. This same feature can be used to color the display by any result
value type that has been defined for a Dew application. The user first selects the type of
analysis being used, and then gets a detailed list of all variables that the selected
application can display.
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System Development and Testing

Software development work performed for this project was based on modification and
extension of EDD’s existing Dew software, using Dew’s standardized architecture for
model-based collaborative applications. As a result, the new analysis applications are
fully compatible with EDD software that has already been developed or is now under
development as part of other government and industry sponsored projects. The Field
Interface and Hydraulic analysis applications were initially developed under Army
funded STTR research [6], and were further tested and refined as part of work for this
project. The Dew-SCADA interface, measurement management, and display feature
work performed for this project was based on modification of previous work that was
originally developed for use with large commercial power systems [7]. Major component
functionality and development for the water quality and corrosion analysis, data
management and display are discussed in the following sections.

Time Sequence Analysis

The Time-Sequence Analysis application serves as the controlling module for running the
hydraulic analysis application, and water quality and corrosion analysis application.

Each of these applications can also be run separately and can be used for both design and
operations analysis. The Time-Sequence application also coordinates data flow from
SCADA and the Field Interface to the model. Analysis can be run in real-time, or can be
run in playback mode using time stamped SCADA and Event data that has been stored in
the Time-Series and Event stores. The system architecture for the Time-Sequence
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analysis application is shown in Figure 10. The setup dialog for Time-Sequence analysis
is shown in Figure 8. Development work for the Time-Sequence analysis application was
based on modification and extension of real-time analysis for power utility, integrated
transmission and distribution system monitoring and supervisory control [7].

Time-Sequenced
Water Quality and Corrosion Analysis

Field Interface : " Dew-SCADA
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Figure 10. Model-based water quality and corrosion monitoring system architecture
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Figure 11. Water quality and corrosion Time-Sequence analysis setup
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The fluid step size box shown in Figure 11 sets the time interval between fluid flow
analysis runs. The mixing step size specifies the time increment step size that each water
quality mixing analysis run will be broken up into. For example, if the fluid analysis step
size is set to 10 minutes, mixing will run in 0.5 second increments 1200 times for a total
of ten minutes of mixing analysis. Setting reaction time to 5.0 minutes will cause
reaction to run twice within the 10 minute interval between fluid steps.

The Dew-SCADA link shown in Figure 10 is used to query the SCADA database at
regular intervals which are set by the user. Measurements are read from the SCADA
database and stored as time banded data in the Time Series Store. Mapping between
SCADA measurement names or tags and model components, time intervals between
queries, measurement type definitions, SCADA database names and SCADA database
table names are defined through the use of an XML formatted configuration file that is
loaded automatically when the interface is run.

Time banded data is structured to conform to the data storage format used in SCADA.
This also simplifies using stored data to play back past events. The Time Series Store
can also be used to store a scripted series of data points that can then be used for testing,
training and design evaluation. Time band resolution can be varied according to the
types of analysis to be performed. For design analysis, time bands are typically set to one
hour which works well for analyzing system operation over a year’s worth of time series
data. For real-time monitoring time bands can be set to 5 or 10 minute intervals which
correspond well with SCADA refresh rates. Within each time band, only the data points
with the most recent time stamp are saved. This eliminates processing of redundant data
points and also helps simplify analysis across extended periods of time. The tradeoff
with using time banded data is that some critical event data may be lost, such as an
automatic valve or switch that operates several times within a short period of time. For
this reason, an Event Store is provided to record significant event driven sequential data
that can be attached to the model together with time banded data.

For the current implementation at Fort Drum all SCADA data is stored as time banded
data in the Time Series Store. All manually entered measurement and component status
data collected using the Field Interface is stored in the Event Store. During play back,
time stamped Event Store data is read in and attached to the model first. Time stamped
Time Series Store data is then attached. At the component level, data time stamps and
measurement type designations are used to differentiate between measurements and
determine which ones will be used for analysis.

The real-time system interface uses an Open Database Connectivity (ODBC) driver and
TCP/IP network connection to communicate with the SCADA system. Access to the
SCADA system is read only and has no affect on the operation of the SCADA system.
See Figure 10. The use of these standards will simplify future use of the real-time
analysis system with other SCADA systems. During the first half of the project, the real-
time system was interfaced to Microsoft Access SCADA data files, which were being
used by Fort Drum’s old Bristol Babcock SCADA system. During the second half of the
project, Fort Drum updated to a new Bristol Babcock SCADA system that uses a
database called Polyhedra, which is also ODBC compliant. This required the installation
of a new Polyhedra ODBC driver, which was provide